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1. True/False/Short Answer: Discrete Math (mostly). 3 points by 10 parts.

Please write your answer in the provided box, or bubble in the corresponding option. This is what is to be
graded. No need to justify!

1. (True/False) A = B is logically equivalent to -B =— —A.
O True

(O False

2. (True/False) P(0) A (Vn € N,P(n) = P(n+1)) is logically equivalent to Vn € N, P(n).
O True

(O False

3. (True/False) If d = gcd(y, z) then ged(3z,d) = 1.
O True

(O False

4. Give an example of x and m where x has no multiplicative inverse (mod m).

5. If there is at least one solution to the equation ax = b (mod m) where d = gcd(a,m), how many total
solutions in {0,...,m — 1} are there?

6. What is the maximum number of solutions in {0,...,m — 1} for ax = 1 (mod m) for any natural
numbers a and m?

7. What is A;(x) in Lagrange interpolation for the points (1,3),(2,3), (3,4) modulo 5, for a degree 2
polynomial? (Factored form is fine.)
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8. Polynomial Related Questions. In the following, recall that a polynomial, P(x), contains a point (a,b)
when P(a) = b. Two polynomials, P(x) and Q(x), intersect at a point (a,b) when P(a) = Q(a) = b.

(a) Working modulo p where p is prime, what is the maximum number of times a polynomial P(x)
of degree exactly d > 0 and d < p can take on a value v modulo p?

(b) What is the smallest number of degree exactly 0 < d < p polynomials all modulo p for a prime p,
whose product is the zero polynomial. (A product of polynomials P(x), Q(x), R(x), is the function
F(x) = P(x)Q(x)R(x). A function is the zero function if F(x) = 0, for all x. Your answer may be
in terms of p and d.)

9. What is 227 (mod 15)?

10. The RSA scheme only has m*® = m (mod N) for messages m where gcd(m,N) = 1. (Recall (N, e) is
the public, and d is the private key.) (True/False)

O True

O False
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2. Short Arguments: Mostly Discrete Math. 10/12 points
Provide a clear and concise justification of your answer.

1. Stable Marriage/Simple Proof.
Consider a stable room-mates problem on 2n people where all people have consistently ordered pref-
erence lists. That is, if @ > b in one list, this is true in every preference list that contains both a and b.
Prove or disprove, that there is always a stable pairing. (Recall that a stable pairing of 2n people is a
partition of the people into n pairs where there are no rogue couples. In this case, a rougue couple is
two people not currently paired, who both prefer each other to their current partners).
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2. Colorings/Graphs. Recall a vertex coloring of a graph is an assignement of colors to vertices where
the endpoints of each edge are different colors.

(a) Give an example of a graph with maximum degree 4 that requires 5 colors to be vertex-colored.
(No or very brief justification.)

(b) What is the least number of colors needed to color any n-vertex tree? (No or very brief justifica-
tion.)

(c) Prove that for any connected graph with all vertices having degree at most d, that all but one vertex
can be colored using only d colors. (That is, the removal of a single vertex leaves a graph that can
be colored with d — 1 colors.)
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3. Counting outfits. (10/10) points
This problem should have brief justification.
1. You have 5 shirts, 3 pairs of pants, 4 dresses, and 5 pairs of shoes. Every day you choose to wear either
a dress and shoes, or a shirt, pants and shoes.

(a) How many outfits do you have?

(b) If on each day of a 100 day semester, you choose a possible outfit to wear uniformly at random
and independently of all other days, what is the expected number of outfits that are worn more
than once over the semester? (No need to simplify.)
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2. You have 5 pairs of socks. Each pair is a different color (and so is distinguishable), but the two socks
within a pair are indistinguishable. (Note your left foot, right foot and nose are all distinguishable.)

(a) How many ways are there for you to choose two socks to wear on your feet?

(b) You want to be super cool, so you are also going to wear a third sock on your nose. Now how
many ways are there for you to choose socks?
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4. Probability Warmup: Zen with Venn. 7 parts. 3 points each.

Consider the diagram, not drawn to scale:

Let x be Pr[A], y be Pr[B] and z = Prl[ANB|.

In terms of x,y and z, what is

1. PriA|B]?

2. PrlBIA]?

3. Pr[BJA]?

4. PrlAUB)?

5. If A and B are independent, what is z in terms of x and y? (Henceforth, the diagram may be misleading.)

6. If A and B are disjoint, what is z?

7. If A and B are disjoint, what is z in terms of x and y?
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5. Probability: Short Answers/True/False. 12 parts. 3 points each.

Please write your answer in the provided box, or bubble in the corresponding option. This is what is to be
graded. No need to justify!

1. Given a random variable, X, with expectation y = E[X], what value a minimizes E[(X —a)?]? (Answer
is an expression.)

2. Given random variables, X and ¥, with E[X] = 1 and E[Y] =2, and cov(X,Y) = 1, and var(X) = 2,
what is the LLSE prediction for Y if X =27

3. (True/False) The covariance of X and Y is always less than the variance of X.
O True

O False

4. For independent exponentially distributed random variables, X and Y, both with parameter A, the
covariance of Z = min(X,Y) and W = max(X,Y) —min(X,Y) is positive, negative or zero?

5. For independent exponentially distributed random variables, X and Y, with different parameters Ay and
Ay, the covariance of Z = min(X,Y) and W = max(X,Y) —min(X,Y) is positive, negative or zero?

6. (True/False:) Let X,Y, and Z be random variables. Then E[(Y — L[Y | X])L[Z | X]] = 0.

O True

(O False
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10.

11.

12.

(True/False) E[(Y — L[Y | X])?] > E[(Y — L|Z | X])?].
O True

(O False

(True/False:) If Z is a linear function of Y and Y is a linear function of X, then L[Z | X| =L[Z | L[Y | X]].
O True

O False

What is the probability density function for a continuous random variable with Pr[X <x] =1—1/x,
forx>1and Pr[X <x| =0, forx < 1?

What is the Covariance of X and X* where X is a uniformly distributed variable on the interval [0, 1].
(X ~UI0,1])

(Conditional/Wald) In a certain casino game, you either gain one dollar or lose five dollars with equal
probability. You roll a fair 6-sided die and play the game that number of times. What is the expected
amount of money that you lose?

Let ®(z) be the CDF of the standard normal distribution, i.e. ®(z) = [*_(27) /2 exp(—x?/2)dx. It
is known that ®(2) — ®(—2) ~ 0.95. Moreover, the CLT states that when taking n samples from a
distribution, that the average, A, shifted by its mean and scaled by the standard deviation converges to
the standard normal. Assume the CLT holds for n, what is a good upper bound on the probability that
A, is larger than the mean of the distribution by 2 standard deviations?

10
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6. Some confidence! 10 points.

You take n samples Xj,---, X, from an exponentially distributed variable X with known parameter A, and
calculate the average A, = w What value of n do we need to ensure that A, is within 0.1y of
u = E[X] with 95% probability? (You may use Chebyshev or the CLT.)

11
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7. Probability Again: continuous similar to discete. Breathe, just breathe. 12/12/12 points

1. (Continuous Joint distribution: conceptual.)

Consider that a point is chosen uniformly in the area corresponding to the figure below.

(_171> 1 (171)

-1 1

Let X be the x-coordinate of the chosen point and Y be the y-coordinate.

(a) What is Pr[Y > X]?

(b) What is E[X]?

(c) Whatis E[Y]?

(d) What is E[Y|X]? (Describe a real valued function whose domain is [—1,1].)

(e) What is L[Y|X]?

12
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2. You pick a real number from the range [0, 1] using the uniform distribution. Then Alvin independently
picks a real number uniformly at random from the range [0, 2].

(a) What is the probability that your two numbers differ by no more than 1?

(b) You pick a real number from the range [0, 1] this time with pdf f(x) = 2x. Then Alvin picks a real
number uniformly at random from the range [0,2]. What is the probability that your two numbers
differ by no more than 1?

13
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3. Darts (again.) An ok player hits a circular dartboard of radius 1 centered at (0,0), with uniform
probability over the area of the dartboard, a good player has distance from the center that is uniform
over [0, 1]. Say we pick a player who is good with probability 1/2 and ok with probability 1/2 and she
throws a dart.

(a) What is the pdf for the random variable, X, corresponding to the distance from the center?

(b) If the dart lands at the point (ﬁ, 2%/5), what is the probability that the player is good.

(c) If that player from part (b) throws another dart, what is the expected distance from the center for
this dart.

14
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8. It’s all about that Chain. True/False Part 1 is 15 points. Part 2 is 12 points.

No justification for True/False.

1. True/False.

(a) (True/False:) A finite Markov chain with a transition matrix where every column sums to 1 is
irreducible.

O True

OFalse
(b) (True/False:) A finite Markov chain which is not irreducible does not converge in distribution.

O True

(O False

(c) (True/False:) If the fraction of time spent in state i is ¢, and P(i, j) = 0.3, then the fraction of time
spent in state j is at least 0.3gq.

O True

(O False

(d) (True/False:) If the fraction of time spent in state i is ¢ and P(j,i) = 0.3, then the fraction of time
spent in state j is at most ¢/0.3.

O True

O False
(e) (True/False:) A two-state aperiodic Markov chain has a self-loop.

O True
O False

15
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2. Let n be a positive integer. Take Xy = n, and for each k£ > 0, let X;, have the discrete uniform
distribution from O to Xp, inclusive. If X; = 0, then it follows that X | = 0.

(a) The sequence (X;) is a Markov chain. Describe its state space and its transition probabilities (a
diagram would suffice).

(b) Compute the expected number of steps until the sequence (Xj) first reaches 0. Partial credit will
be awarded for a correct linear system of equations. Solve the system for full credit.

16



